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Abstract

Software certification is a notoriously difficult problem. From software reliability engineering perspective, certification process must provide evidence that the program meets or exceeds the required level of reliability. When certifying the reliability of a high assurance system very few, if any, failures are observed by testing. In statistical estimation theory the probability of an event is estimated by determining the proportion of the times it occurs in a fixed number of trials. In absence of failures, the number of required certification tests becomes impractically large.

We suggest that subjective reliability estimation from the development lifecycle, based on observed behavior or the reflection of one’s belief in the system quality, be included in certification. In statistical terms, we hypothesize that a system failure occurs with the hypothesized probability. Presumed reliability needs to be corroborated by statistical testing during the reliability certification phase. As evidence relevant to the hypothesis increases, we change the degree of belief in the hypothesis. Depending on the corroboration evidence, the system is either certified or rejected. The advantage of the proposed theory is an economically acceptable number of required system certification tests, even for high assurance systems so far considered impossible to certify.

1. Introduction

Software reliability is a quantitative measure of software quality. It is defined as a probability of failure free execution given a specific environment and a fixed time interval. The goal of software reliability assessment is not just to estimate the failure probability of the program, \( \theta \), but to gain statistical confidence about \( \theta \). In practice, the hypothesized failure probability \( \theta_0 \) and the confidence level \( C \) are application specific and predefined.

Input domain reliability assessment approach defines the reliability of a program as the probability of failure free operation for specific inputs [1]. The time component of reliability assessment in time domain models is replaced by the concept of test runs, which are activated by test cases from the input domain \( I \). Program \( P \) is then a function that maps all the elements of the multidimensional space \( I \) into the output space \( O \).

We argue that input domain based approach is theoretically more suitable for software reliability certification in the high assurance domain than time-domain based approach. Generally speaking, time domain approaches to software reliability assessment assume the observation of system failures. Occurrence of failures in certification testing of high assurance systems is unlikely since it implies significant rework and delays in the system release and deployment. In principle, system failures should occur prior to certification testing. Consequently, the main purpose of certification test is providing system developers, verification and validation agents, as well as (at this point in time nonexistent) the certification authority, with a necessary level of statistical confidence that the target software/system reliability level is reached prior to the deployment [18]. In the reliability certification phase, we consider software system as an entity, subjecting it to inputs and observing the outputs as being either correct or incorrect. This may be viewed as a stochastic process, where software executions result in failures in a stochastic manner [2].

Traditional theory behind input domain models of software reliability assessment assumes that certification testing process starts with "zero knowledge" about the system under test. In other words, all the observations collected during the development and verification and validation activities, such as inspections and reviews, module testing, formal analysis, engineering observations and judgments, etc.,
play no role in reliability certification. Consequently, the most important drawback of the input domain models is an enormous amount of testing (statistically independent executions of test cases) needed to attain a modest confidence that moderate software reliability has been achieved.

Process improvements and adherence to maturity models enable the production of software with repeatable quality [3, 19]. Ignoring process and product quality measurements collected throughout the development lifecycle in software reliability certification phase makes no sense. On the other hand, reliability prediction models based on process and product measurements alone may not be sufficiently accurate [10, 21]. These predictions, especially in the realm of high assurance systems, need corroboration. If during the certification testing we assume a limited belief in the accuracy of early assessment models then the main drawback of input domain reliability assessment models, the impractically large number of statistical tests, disappears. In other words, it is faster to confirm an existing belief (that the program is reliable enough) than to establish this belief by assuming nothing. In this paper, we describe statistical theory behind software reliability corroboration, the approach that has the long term potential to make software certification of high assurance systems practical. Early assessment models suitable for establishing a hypothesis about software reliability are out of the scope of this paper. However, these techniques remain the focus of our further investigation.

The rest of the paper is organized as follows. Section 2 overviews traditional input domain based software reliability assessment models and their limitations. In Section 3, we present a simple assessment methodology based on Bayesian estimation, which may take into account the prior knowledge about the system being tested. In Section 4, Bayesian estimation approach is replaced by the Bayesian hypothesis testing approach, which further simplifies the process of building statistically sound arguments pertinent to software reliability corroboration. The ultimate goal of these methodologies is to provide decision support for the very basic questions that all organizations involved in the development of high assurance applications face: "Is the system ready for release"? Section 5 overviews software reliability prediction models that try to predict software reliability in different stages of the lifecycle. Improving implementation of these methodologies will allow their integration into the reliability corroboration framework. Section 6 summarizes our findings and provides directions for the further work.

2. Input Domain Based Models: Background and Limitations

An intuitive measure of software reliability is the proportion of test cases that result in correct outputs. If \( n \) represents the total number of test cases and \( n_f \) the number of detected failures, the estimated reliability according to the Nelson model [11], is:

\[
\hat{R} = \frac{n - n_f}{n} = 1 - \frac{n_f}{n}.
\]

When an indefinite number of test runs is taken,

\[
R = 1 - \lim_{n \to \infty} \frac{n_f}{n} = 1 - \Theta,
\]

the fraction \( n_f/n \) represents the estimated probability of failure in a single run of the program (frequently denoted by \( \phi \)). This leads to the reliability prediction based on the probability of correct execution in each run. Thus, the estimated probability of correct execution over \( i \) runs is given by

\[
\hat{R}(i) = (\hat{R})^i.
\]

In the formula above, it is assumed that the inputs are selected independently according to the same probability distribution used to choose the random sample. A reference to the environment in which the program is executed, i.e., its operational profile, can be given explicitly. Thus, the probability of failure in a single run can also be estimated by

\[
\phi = \sum_{i \in I} p(i) \alpha(i),
\]

where \( p(i) \) is the probability that input \( i \) is selected from \( I \), and \( \alpha(i) \) is 1 if input \( i \) leads to incorrect output, and 0 otherwise. Exhaustive testing can, in principle, provide an exact assessment of the probability of failure, since

\[
\sum_{i=1}^{|I|} p(i) = 1,
\]

where \( |I| \) represents the total number of inputs. A sound foundation for reliability assessment in the input domain is provided by statistical sampling theory [1]. A program under test separates the input domain into two disjoint classes: inputs that are correctly and those that are incorrectly mapped into the corresponding outputs. Testing can be simulated by randomly drawing balls from an urn containing black balls (test cases in the input space \( I \) resulting in a failed execution) and white balls (correct executions). Consequently, from the statistical viewpoint, each test case is a Bernoulli trial, and the model is frequently called the sampling model. Since input domains are large, the likelihood of selecting the same test case \( i \) is small.
Thus, reliability estimation assumes *sampling with replacement* in which nothing precludes repetition of a test case, but it is simpler (and cheaper) to implement. Due to the use of statistical sampling, authors often introduce statistical terminology [1,12]. For example, set of points in the input space is called the population, while the number of executed test cases during program testing is called the *sample size*.

Reliability assessment of high assurance systems based on statistical sampling is performed in the certification phase of the software life-cycle. Faults are not removed when discovered. Rather, when ultra-high reliability is required, the program is rejected. Eventual assessment of the corrected program must be restarted from the beginning [13]. Often, it is unlikely that the program will fail during the certification testing, possibly due to the use of formal methods, fault prevention, and other techniques. Research has been performed concerning the difficult problem of estimating the probability of failure when a program does not fail. Classic statistical work dating back to Laplace states that when *t* white balls and no black balls are drawn from the urn containing an unknown proportion of black and white balls, the probability of drawing a black ball next (representing the probability of failure in a single run of the program) is \( \frac{1}{t+2} \). The above result is known as Laplace rule of succession [14]. It means that failure-free testing relates the estimated probability of failure to the number of test cases. In order to establish the probability of failure at less than, say, \( 10^{-9} \) failures per hour, one needs to test the program for \( 10^9 \) hours (approximately 114,000 years). Limited improvement is achievable through the acceleration of testing. The second possibility for improvement is making prior assumptions about the failure probability, as presented in later sections. The central question is how much testing should be conducted?

Let \( \theta_0 \) denote the hypothesized probability of failure for the given program, the number of test cases \( U \) to observe at least one failure with probability \( C \) (confidence level) is given by [8]:

\[
U = \frac{\ln(1-C)}{\ln(1-\theta_0)}.
\]

Tables 1 and 2 provide an insight into the required number of test cases as a function of reliability requirements. These results are well known from the literature [1, 2, 5, 8, 9, 12]. Table 1 indicates that an order of magnitude increase in reliability causes an order of magnitude increase in the number of tests. The confidence level in Table 1 is constant, set to \( C=0.99 \).

<table>
<thead>
<tr>
<th>Value of ( \theta_0 )</th>
<th>Number of Test cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-2} )</td>
<td>458</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>4,602</td>
</tr>
<tr>
<td>( 10^{-4} )</td>
<td>46,048</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>460,514</td>
</tr>
<tr>
<td>( 10^{-6} )</td>
<td>4,605,167</td>
</tr>
</tbody>
</table>

**Table 1:** Number of test cases as a function of required failure rate, with \( C=0.99 \)

In Table 2, the required failure rate of the program is set to a constant, \( \theta_0 = 10^{-4} \), while the confidence level varies between 0.92 and 0.999.

<table>
<thead>
<tr>
<th>Value of ( C )</th>
<th>Number of Test Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.92</td>
<td>25,255</td>
</tr>
<tr>
<td>0.94</td>
<td>28,132</td>
</tr>
<tr>
<td>0.96</td>
<td>32,187</td>
</tr>
<tr>
<td>0.98</td>
<td>39,118</td>
</tr>
<tr>
<td>0.99</td>
<td>46,048</td>
</tr>
<tr>
<td>0.999</td>
<td>69,074</td>
</tr>
</tbody>
</table>

**Table 2:** Number of test cases as a function of required confidence level \( C \), with \( \theta_0 = 10^{-4} \)

### 3. Bayesian Estimation Approach

The cornerstone of Bayesian inference is the notion of subjective probability. Such a notion contrasts with the well-perceived notion of frequency for probability estimation. The axiom of probability states that the probability of an event has to be estimated by determining the success ratio. To attest toward this empirical estimation, one has to conduct trials in which the event occurs at least once.

Subjective probability deals not only with the events but with propositions as well. A proposition is formulated from a collection of events that contribute towards the estimation based on observed behavior, or the reflection of one’s belief in the system. In statistical terms, we *hypothesize* that the event does occur with the hypothesized probability. As evidence relevant to the hypothesis increases, we may change the *degree of belief* in the hypothesis. Interestingly, some argue that subjective probabilities assigned to a particular hypothesis may indeed be quite individualistic [7]. In other words, the probabilities assigned by different individuals would reflect different beliefs yielding different results. Bayesian inference theory circumvents this in the posterior analysis where our degree of belief changes with the observations made. However, egregious probability assumptions are not permissible.
Choice of the distribution that can accurately reflect prior beliefs is very important. In our study, we chose beta distribution [4, 6, 7]. There are two primary reasons for choosing this distribution.

- The Beta family of distributions is a rich and tractable family, by proper choice of the parameters, it is possible to depict different shapes of distributions that may be exhibited by the system.
- Beta distributions form a conjugate family to binomial distribution. The conjugate family has the property that both the prior and posterior distributions will be members of the same parametric family of distributions. Intuitively, this represents a kind of homogeneity in the way in which our beliefs are represented, and how they change as we receive extra information [7].

While we find properties of Beta distribution the most appealing, other distributions with similar properties could be used too. Within the Bayesian framework prior knowledge about the parameter of interest, here the probability of failure on demand denoted as \( \theta \), is represented by the prior distribution. The probability density function \( f(\theta) \) is

\[
f(\theta) = \frac{\theta^{p-1}(1- \theta)^{q-1}}{B(p, q)}
\]

where \( B(p, q) \) is the complete beta function with \( p>0, q>0 \). Parameters \( p \) and \( q \) can be adjusted to reflect prior beliefs about the reliability of software under test. The assumption of ignorance prior implies that measured failure rate \( \theta \) is uniformly distributed within the range \([0.0, 1.0]\). Setting the values of \( p \) and \( q \) to the constant 1 \( (p=q=1) \), reflects ignorance prior [4]. Thus, a rectangular function represents the distribution of \( \theta \), as shown by the following formula

\[
f(\theta) = \frac{\theta^{1-1}(1- \theta)^{1-1}}{B(1,1)} = 1.
\]

A practical way to incorporate prior information (gathered through software inspection, for example [8]) into Bayesian reliability estimation is through the assumption that given information corresponds to a certain number or successfully executed random tests. In general, any prior assumption that is based on justifiable prediction of a mean and a variance for \( \theta \) can be converted into values of parameters \( p \) and \( q \), as will be discussed later.

The posterior distribution can be formed after the results of software tests become known. If the system has executed \( n \) demands encountering \( r \) failures, the posterior distribution \( f(\theta) \) is

\[
f(\theta|n, r, p, q) = \frac{\theta^{p+r-1}(1- \theta)^{q+n-r-1}}{B(p + r, q + n - r)}.
\]

Assuming the ignorance prior \( (p=q=1) \),

\[
f(\theta|n, r, 1, 1) = \frac{\theta^{r}(1- \theta)^{n-r}}{B(1 + r, 1 + n - r)}.
\]

When the specified confidence level \( C \) needs to be demonstrated,

\[
Prob(\theta \leq \theta_0 | TestData) \geq C.
\]

The total number of test cases, required to say with confidence \( C \) that the reliability requirement \( \theta_0 \) is satisfied, assuming ignorance priors and failure free testing, turns out to be almost the same as the one reported in Section 2:

\[
U = \frac{\ln(1-C)}{\ln(1-\theta_0)} - 1.
\]

But the reason for introducing Bayesian statistics is to allow incorporating assumptions gathered through the application of extensive verification and validation activities and the successful runs of the deployed system.

### 3.1. Bayesian assessment using non-ignorance priors

Inclusion of the results of “qualitative” V&V activities is desirable. However, quantifying their effects on system reliability is difficult. Smidts at. al. discuss techniques for including process information in reliability assessment in [10]. Exactly how to derive meaningful prior beliefs from qualitative V&V activities is subject to substantial further research. In general, qualitative V&V activities should inspire belief in the mean value of system failure probability, \( \theta \), and its variance [3]. These are represented in the Bayesian framework through the values of parameters \( p \) and \( q \) of a Beta distribution. Having \( \mu \), representing the guess of the mean value of system failure probability and \( \sigma^2 \), its variance the appropriate values of \( p \) and \( q \) can be calculated.

Now, the complete beta function assumes the following form:

\[
B(p, q + U) = \int_0^1 \theta^{p-1}(1- \theta)^{q+U-1} d\theta.
\]

Repeated integration by parts and simplification yields
Taking \( n = U \), and \( r = 0 \) (no failures observed),

\[
f(\theta|U, 0, p, q) = \frac{\theta^{p-1} (1 - \theta)^{q+U-1}}{B(p, q + U)}.
\]

Consequently, when confidence level \( C \) is taken into consideration,

\[
\int_{0}^{\theta_0} f(\theta|U, 0, p, q) d\theta \geq C.
\]

The following equation needs to be solved for \( U \):

\[
\int_{\theta_0}^{1} \theta^{p-1} (1 - \theta)^{q+U-1} d\theta = C.
\]

The above equation can be solved for \( U \) using one of the standard tools, such as Mathematica. Depending on the values of variables, the number of tests \( U \) needed to ascertain required reliability levels can be obtained. Depending on the rigor of the applied V&V techniques, reflected in (hopefully reasonable) assumptions on \( \mu \) and \( \sigma^2 \), the number of additional tests required for system reliability assessment can be several orders of magnitudes less than in case of the ignorance prior.

Table 3 shows the number of tests needed for the corroboration of software reliability levels assumed in the leftmost column by failure free testing. Littlewood and Wright [6] extended this approach to cope with cases where \( r \neq 0 \).

A practical problem in using the values given in Table 3 in certification testing is a difficulty in deriving the "right" values for the parameters describing Beta distribution. Furthermore, this framework does not support expressing the level of trust in the prior distribution. For example, we would like to be able to express that development regimes and environments, which were repeatedly used by an organization in the past, result in more accurate priors than the new (untested) development regimes. Therefore, our next framework will include the level of trust in the "correctness" of the prior failure rate estimates.

### 4. Bayesian Hypothesis Testing

Let \( 0 < \theta_0 < 1 \) be a sufficiently small number close to zero that represents the required system reliability. Let us consider the null hypothesis \( H_0 : \theta \leq \theta_0 \) and the alternative hypothesis \( H_1 : \theta > \theta_0 \). The null hypothesis states that the program's true reliability (which is unknown, i.e., being estimated) is higher than required, whereas \( H_1 \) states the opposite, i.e., the system should not be released. In classical statistics a statistical hypothesis testing procedure is evaluated in terms of the Type I and Type II error probabilities. Type I error occurs when \( H_0 \) is rejected when it is true and Type II error occurs when \( H_0 \) is accepted when it is not true. In Bayesian analysis the task of deciding between \( H_0 \) and \( H_1 \) is conceptually more appealing and, at the same time, more straightforward. We simply compute

\[
P(\theta \leq \theta_0 | \text{Test data }),
\]

the so called posterior probability of the null hypothesis \( H_0 \). The conceptual advantage is that the posterior probability reflects the prior opinions (the opinions about \( \theta \) prior to certification testing of the program) and the results of the actual certification test. Let \( P(H_0) \) and \( P(H_1) \), where \( P(H_0) + P(H_1) = 1 \), denote the prior probabilities assigned to null and the alternative hypothesis. In practice, it may be difficult to obtain these probabilities, as discussed in the next section. Then,

\[
O(H_0) = \frac{P(H_0)}{P(H_1)}
\]

is called the prior odds of \( H_0 \) to \( H_1 \) and

\[
O(H_0 \mid \text{Test Data}) = \frac{P(H_0 \mid \text{Test Data})}{P(H_1 \mid \text{Test Data})}
\]

is called the posterior odds ratio of \( H_0 \) to \( H_1 \). The Bayes factor \( F(H_0, H_1) \) is defined as the ratio of posterior odds to prior odds in favor of the null hypothesis,

\[
F(H_0, H_1) = \frac{O(H_0 \mid \text{Test Data})}{O(H_0)}.
\]

### Table 3: Number of tests needed to corroborate assumed failure rate \( \theta_0 \), \( C = 0.99 \)

<table>
<thead>
<tr>
<th>Assumed Value of ( \theta_0 )</th>
<th>Number of Test cases to corroborate ( \theta_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-3} )</td>
<td>275</td>
</tr>
<tr>
<td>( 10^{-4} )</td>
<td>4,098</td>
</tr>
<tr>
<td>( 10^{-5} )</td>
<td>42,323</td>
</tr>
<tr>
<td>( 10^{-6} )</td>
<td>424,570</td>
</tr>
<tr>
<td>( 10^{-7} )</td>
<td>(~4,250,000)</td>
</tr>
</tbody>
</table>


If the Bayes factor $F(H_0, H_1)$ is greater than one then we have data helped in increasing odds in favor of $H_0$. The posterior probability of $H_0$ can be written in terms of the prior probability of $H_0$ and the Bayes factor,

$$P(H_0 | \text{Test Data}) = \frac{P(H_0)F(H_0, H_1)}{P(H_0)F(H_0, H_1) + (1-P(H_0))}.$$ 

During certification testing, program executions either result in a success or in a failure. An important factor determining our ability to corroborate the null hypothesis is the number of failures in $n$ tests of the program. We are interested in finding the overall number of certification tests, given the number of failures observed in certification, such that

$$P(H_0 | \text{Test Data}) = C_o,$$

where $C_o$ represents the required confidence level.

In Table 4, we give the number of required certification tests, assuming $C_o=0.99$, when no failures are encountered (column $n_0$), one failure is encountered (column $n_1$) and when two failures are encountered (column $n_2$), for some selected values of $\theta_0$ and $P(H_0)$.

A note of caution is appropriate here. This section presents a simple overview of the reasoning and justification behind the Bayesian hypothesis testing approach to determine the number of “software reliability corroboration tests”. In theory, the prior beliefs in the null hypothesis and its alternative need to be provided as probability distributions of software failures over intervals $(0, \theta_0)$ and $(\theta_0, 1)$, respectively. In Table 4, our assumption is that the distribution of $\theta$ under $H_0$ and $H_1$ is uniform. This by no means represents model limitation, since the theory behind this framework allows for any distribution. The detailed discussion of theoretical aspects of Bayesian hypothesis testing theory behind software reliability corroboration framework is given in Appendix A.

A closer look at the values in Table 4 reveals the strongest possible motivation for the software reliability corroboration approach. For $\theta_0=10^{-2}$ and $P(H_0)=0.4$, for example, if after 90 tests there is no failure then we are 99% confident that $\theta \leq 10^{-2}$. If after 128 tests there are two failures observed (one before test case 90 and one after) then continue testing. If after 167 tests there are two failures observed then stop, we are 99% confident that $\theta \leq 10^{-2}$.

Table 4. The number of tests required for reliability corroboration according to bayesian hypothesis testing theory.

<table>
<thead>
<tr>
<th>$\theta_o$</th>
<th>$P(H_o)$</th>
<th>$n_0$</th>
<th>$n_1$</th>
<th>$n_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>457</td>
<td>476</td>
<td>497</td>
</tr>
<tr>
<td>0.001</td>
<td>0.01</td>
<td>2378</td>
<td>2671</td>
<td>2975</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.01</td>
<td>6831</td>
<td>10648</td>
<td>14501</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.01</td>
<td>9349</td>
<td>33176</td>
<td>63649</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.01</td>
<td>9752</td>
<td>101273</td>
<td>282007</td>
</tr>
<tr>
<td>0.01</td>
<td>0.02</td>
<td>388</td>
<td>410</td>
<td>433</td>
</tr>
<tr>
<td>0.001</td>
<td>0.02</td>
<td>1766</td>
<td>2098</td>
<td>2438</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.02</td>
<td>3954</td>
<td>7549</td>
<td>11315</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.02</td>
<td>4736</td>
<td>23037</td>
<td>49499</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.02</td>
<td>4838</td>
<td>70800</td>
<td>221022</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>228</td>
<td>258</td>
<td>289</td>
</tr>
<tr>
<td>0.001</td>
<td>0.1</td>
<td>636</td>
<td>1017</td>
<td>1402</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1</td>
<td>853</td>
<td>3157</td>
<td>6150</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.1</td>
<td>886</td>
<td>9646</td>
<td>27281</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.1</td>
<td>890</td>
<td>30067</td>
<td>123725</td>
</tr>
<tr>
<td>0.01</td>
<td>0.4</td>
<td>90</td>
<td>128</td>
<td>167</td>
</tr>
<tr>
<td>0.001</td>
<td>0.4</td>
<td>138</td>
<td>411</td>
<td>739</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.4</td>
<td>146</td>
<td>1251</td>
<td>3260</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.4</td>
<td>147</td>
<td>3889</td>
<td>14724</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.4</td>
<td>147</td>
<td>12222</td>
<td>67468</td>
</tr>
<tr>
<td>0.01</td>
<td>0.6</td>
<td>50</td>
<td>87</td>
<td>126</td>
</tr>
<tr>
<td>0.001</td>
<td>0.6</td>
<td>63</td>
<td>269</td>
<td>552</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.6</td>
<td>65</td>
<td>827</td>
<td>2458</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.6</td>
<td>65</td>
<td>2584</td>
<td>11173</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.6</td>
<td>65</td>
<td>8139</td>
<td>51351</td>
</tr>
</tbody>
</table>
5. Predicting Software Reliability Prior to Certification

As mentioned earlier, inclusion of the results of "qualitative" V&V activities in the reliability corroboration framework is essential. But quantifying their effects on system reliability is difficult. Given reasonably low levels of trust one needs to have in the accuracy of their predictions (see the values of \( P(H_o) \) in Table 4), we believe that candidate approaches that could be utilized in a software reliability corroboration framework already exist. However, significant research effort is needed to establish the levels of trust one may have in the precision and repeatability of their estimates.

There have been numerous attempts to predict software quality from design-level metrics such as cohesion and coupling. Bieman and Kang defined the design-level cohesion measures formally in [15], and used them to predict properties of implementations created from a given design. Their design-level cohesion (DLC) measure is similar to that used by Stevens et al. [16]. Later, Briand et. al. introduced and compared various high-level design measures for object-based software systems to identify fault-prone software parts in some high assurance systems [17]. Specifically, they defined a set of measures for cohesion and coupling and investigated the measures' relationship to fault-proneness.

Attempts to predict of software product quality based on the quality of software process are not rare. Jones hypothesized the relationship between CMM levels, "defect potentials" and "delivered defects" [19]. Fenton and Neil demonstrated that the use of a standard is likely either to deliver reliable and safe systems at an accepted cost or help predict reliability and safety accurately [20]. They examined a specific standard for safety critical systems (namely IEC 1508) and showed how it can be improved by applying their strategy.

Recently, Fenton et. al. provided a critical review of current software reliability prediction models and proposed Bayesian Belief Networks (BBNs) as the most promising research avenue [21]. According to them, defect counts cannot be used to predict reliability because they do not measure software quality according to its operational usage. Despite the reported high correlations between design complexity and defects, the relationship is not entirely causal. The same problem exists when size and complexity metrics are used as predictors of defects. Interestingly, BBN approach enables managing the causal relationship between product and process information and software defects. BBN models have been developed for predicting software safety [22] software reliability engineering self-assessment [23] and component availability estimation [24].

Formal modeling and analysis is another active research area in software assurance. It is argued that improved software reliability results from the application of formal methods early in software life cycle. However, the exact effects of the application of formal methods are difficult to quantify [25, 26, 27]. Meanwhile, research in quantitative software reliability prediction has not considered including the impact of formal methods in software product and process information [28, 29].

6. Summary

We presented three different statistical frameworks for quantification of software reliability based on the input domain modeling. The quantification of reliability is obtained through the sampling model, Bayesian estimation and Bayesian hypothesis testing. The two Bayesian frameworks allow the inclusion of "qualitative" verification and validation activities performed during system's development in terms of prior failure probabilities. These approaches are suitable for our "reliability corroboration" paradigm. To the best of our knowledge this is the first occasion that Bayesian hypothesis testing is proposed for the modeling of software reliability.

The significance of Bayesian hypothesis testing framework for software reliability corroboration is in the reasonable number of tests that it prescribes for software certification. This is especially obvious in the case of high assurance systems, which for all practical purposes, are considered impossible to certify by today's standards. While this methodology per se does not make systems more reliable than they already are, it provides a framework for quantification of otherwise qualitative software certification processes.

It comes as no surprise that programs developed in stable and mature development environments, which support measurement and process improvement feedback throughout the lifecycle, will require a fewer number of tests for certification. Ultimately, only such environments should be used for high assurance system development. But, as Table 4 indicates, a failure encountered in certification testing imposes a steep economic penalty, because tens of thousands of additional tests may become required.
Regardless of its elegance, Bayesian hypothesis testing framework for software reliability corroboration may make the practice of software certification risky if applied inappropriately. The basic current problem is the immaturity of methods for evaluating the precision and trust assigned to pre-certification software reliability beliefs. Overestimating the belief assigned to the achieved reliability level during the development may lead to a too few certification tests being prescribed and performed with potential catastrophic consequences. Any statistical model can be used inappropriately, and this one is not an exception.

Evaluating trust in the predictions of software reliability throughout the development lifecycle is the major thrust of our further research. Probably the most intriguing problem is the development of sound methodologies that can include the results of different verification and validation techniques, and not just testing, into the software reliability prediction.
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**Appendix A:**

**Bayesian Hypothesis Testing: The Theory**

Let $r$ denote the number of failures in $n$ tests and $\theta$ be the probability of a failure. We want to test the null hypothesis $H_0 : \theta \leq \theta_0$ against the alternative hypothesis $H_1 : \theta > \theta_0$ for some given constant $0 < \theta_0 < 1$.

In Bayesian analysis posterior probability $P(H_0 | r, n)$ is used to decide between $H_0$ and $H_1$. It represents the probability of the null hypothesis in light of the data and prior knowledge. Let $P(H_0)$ and $P(H_1)$, where $P(H_0) + P(H_1) = 1$, denote the prior probabilities assigned to null and the alternative hypothesis, $O(H_o) = P(H_o) / P(H_1)$ is called the prior odds of $H_o$ to $H_1$ and $O(H_o | r, n) = P(H_o | r, n) / P(H_1 | r, n)$ is called the posterior odds of $H_o$ to $H_1$. The Bayes factor $F(H_o,H_1)$ is defined as the ratio of posterior odds to prior odds in favor of the null hypothesis,

$$F(H_o,H_1) = O(H_o | r, n) / O(H_o)$$

The Bayes factor depends on the prior probability density function $g(\theta)$ of $\theta$ and $g(\theta)$ is

$$g(\theta) = \begin{cases} g(\theta_0) & \text{if } \theta \leq \theta_0 \\ g(\theta_1) & \text{if } \theta > \theta_0 \end{cases}$$

where $g_0$ and $g_1$ are proper probability density functions.

They describe the distribution of $\theta$ over the two hypotheses. The probability mass function of $r$ given $\theta$ is the binomial probability

$$f(r | \theta, n) = C^n_r \theta^r (1-\theta)^{n-r}$$

elsewhere, $C^n_r = \frac{n!}{r!(n-r)!}$. It can be shown that the Bayes factor is

$$F(H_o,H_1) = \frac{\int_{\theta_0}^{\theta_1} f(r | \theta, n) g_0(\theta) d\theta}{\int_{\theta_0}^{\theta_1} f(r | \theta, n) g_1(\theta) d\theta}$$

In the numerator, $f(r | \theta, n)$ is weighted by the prior distribution of $\theta$ under the null hypothesis and in the denominator it is weighted by the prior distribution of $\theta$ under the alternative hypothesis.

If we require $P(\theta \leq \theta_0 | r, n) = C_o$, this is equivalent to requiring

$$F(H_o,H_1) = \left[ \frac{C_o}{1-C_o} \right] \frac{P(H_1)}{P(H_0)}$$

If $\theta$ has a prior distribution on the interval $(a, b)$ where $a < b$, with the following probability density function:

$$f(\theta | \alpha, \beta) = \frac{1}{B(\alpha, \beta)(b-a)^{\alpha-1}} \frac{\theta^{\alpha-1}}{(b-\theta)^{\beta-1}}$$

where $\alpha > 0, \beta > 0$, $B(\alpha, \beta) = \int_0^\beta \theta^{\alpha-1} (b-\theta)^{\beta-1}$, then it is said to have a Beta distribution on $(a, b)$ with parameters $\alpha$ and $\beta$. Symbolically we write $\theta \sim Beta(\alpha, \beta)$.
the difference in the number of tests required by this methodology and the ones reported in earlier sections of this report.

In our derivation of the number of necessary tests given by (9), taking Uniform(0, θ) distribution for θ under H₀ makes sense especially when θ₀ is very small. Note that these values are provided in Table 4. However, taking uniform (θ₀, 1) distribution for θ under H₁ may not be appropriate. If H₁ was true, we probably feel that expected value of θ under H₁ is close to θ₀, and not equal to θ₀+(1-θ₀)/2 as is the case with Uniform(θ₀, 1) distribution. If θ / H₁ ~ Beta(θ₀, 1) then the prior expected value of θ is

\[ E(\theta | H₁) = \theta₀ + (1-\theta₀) \frac{\alpha}{\alpha + \beta} \]

If we take α=1 and for some small δ take E(θ | H₁) = θ₀+δ then β₁ is \[ \frac{1-\theta₀}{\delta} \] and the necessary number of tests is given by the solution of the following equation for n:

\[ \frac{[(n-1)\delta + (1-\theta₀)](1-\theta₀)^{n+1}}{\theta₀(n+1)(1-\theta₀-\delta)(1-\theta₀)^n} = \frac{C_o}{1-C_o} \frac{P(H₁)}{P(H₀)} \]

If no restrictions on α, β, α, β are imposed, then we need to solve the following equation for n:

\[ \frac{\sum C₀^i (1-\theta₀)\theta^{i}(i+\alpha+\beta)}{\theta₀(1-\theta₀)} \frac{B(\alpha, n+\beta)}{B(\alpha, \beta)} = \frac{C_o}{1-C_o} \frac{P(H₁)}{P(H₀)} \]

In general, if r failures are encountered, and no restrictions on α, β, α, β are imposed then we need to solve the following equation for n:

\[ \frac{\sum C₀^i (1-\theta₀)\theta^{i}(i+\alpha+\beta)}{\theta₀(1-\theta₀)^{n-r}} \frac{\sum C₀^i \theta₀^{i-r}(i-\theta₀)\theta^{i}(i+\alpha+\beta)}{\theta₀(1-\theta₀)\thetaⁿ−r−1} \frac{B(\alpha, n-r+\beta)}{B(\alpha, \beta)} = \frac{C_o}{1-C_o} \frac{P(H₁)}{P(H₀)} \]

The values presented in Table 4 are the solutions to different instances of equation (13), obtained by programs efficiently written in Matlab or Mathematica environments.